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Abstract

The field of molecular ecology has burgeoned into a large discipline spurred on by technical innovations that facilitate the rapid acquisition of large amounts of genotypic data, by the continuing development of theory to interpret results, and by the availability of computer programs to analyse data sets. As the discipline grows, however, misconceptions have become enshrined in the literature and are perpetuated by routine citations to other articles in molecular ecology. These misconceptions hamper a better understanding of the processes that influence genetic variation in natural populations and sometimes lead to erroneous conclusions. Here, we consider eight misconceptions commonly appearing in the literature: (i) some molecular markers are inherently better than other markers; (ii) mtDNA produces higher $F_{ST}$ values than nDNA; (iii) estimated population coalescences are real; (iv) more data are always better; (v) one needs to do a Bayesian analysis; (vi) selective sweeps influence mtDNA data; (vii) equilibrium conditions are critical for estimating population parameters; and (viii) having better technology makes us smarter than our predecessors. This is clearly not an exhaustive list and many others can be added. It is, however, sufficient to illustrate why we all need to be more critical of our own understanding of molecular ecology and to be suspicious of self-evident truths.

Keywords: data interpretation, manuscript review, publishing research results, trends in molecular ecology

Received 16 December 2011; revision received 21 February 2012; accepted 7 March 2012

Introduction

In 1943 Julian Huxley published his seminal work ‘Evolution: the modern synthesis’ (Huxley 1943). Although some reviews were critical of certain aspects of the content and presentation, most were glowing (Hubbs 1943; Kimball 1943; Schmidt 1943). Huxley undertook this synthesis of the burgeoning field of evolution because isolation, miscommunication and misunderstanding were rampant in the sub-fields of biology that contributed most to evolutionary thought. He had hoped to explain how the contributions of theoretical population genetics, laboratory experiments and field research had resulted in a significant understanding of how evolution works. He also made a considerable effort to dispel many commonly held misconceptions about evolution. In his review, Carl Hubbs (Hubbs 1943) felt compelled to point out that ‘All biologists will profit by reading the book, and many professional workers sorely need to learn the lessons which it presents so clearly and penetratingly’. The primary factor underlying these misconceptions of evolution was that, although many sub-disciplines of biology were informing evolutionary thinking, many researchers within those sub-areas were not trained in evolutionary biology. They were incompletely aware of many of the mechanisms and processes of evolutionary biology. As such, many unfounded or poorly conceived and unsupported ideas about what is and is not important in evolutionary biology were being perpetuated.

The field of molecular ecology has reached a stage that might seem familiar to Huxley. We often encounter assertions in research articles, seminar presentations,
reviews and comments from editors that seem reasonable on the surface, but prove to be either poorly supported or are misunderstandings of population genetic theory. These misconceptions arise from a complex mix of factors. Primary among them is inadequate training in population genetic and evolutionary theory. This is especially true for many researchers from other fields that make contributions with little formal training in population genetics. Given the speed and relative ease with which molecular data can now be collected almost anyone can design, analyse and publish genetic data. The number of empirical studies in molecular ecology has exploded over the last few decades, since protein electrophoretic methods were first applied to population genetic studies in the late 1960s (e.g. Lewontin & Hubby 1966). The development of new technologies to detect genetic variation has allowed molecular ecologists to investigate problems that were intractable a few years ago. With the outsourcing of marker development, easy access to automated DNA sequencers, user-friendly software interfaces and ready access to large public databases, anyone with a computer can be a molecular ecologist, regardless of training. The situation is sometimes made worse by researchers, who after becoming familiar with a computer program, publish a few molecular ecological studies, become referees and begin to codify errant views in the discipline.

The field of molecular ecology encompasses numerous sub-disciplines, each with its own lineage of concepts. Misconceptions become enshrined in the literature when molecular ecologists fail to consider relevant concepts in other sub-disciplines. For example, in the sub-disciplines of phylogenetics, historical biogeography and phylogeography, molecular markers provide valuable insights into species’ boundaries and the temporal framework of population divergence and dispersal. A goal of many of these studies is to understand the effects of past and present-day environmental variability on the genetic structures of populations, expressed by the dictum that ‘earth and life evolve together’ (Croizat 1964). While this premise was formulated to account for diversions between related taxa on different continents, it provides the motivation to search for causal relationships between paleoclimatic events (Lambeck et al. 2002; Jouzel et al. 2007) and genetic patterns within and among populations (e.g. Bermingham et al. 1997; Avise 2000). Misconceptions and errors can creep into molecular ecology studies, because of the failure to consider first-hand information in paleo-ecology and paleo-climatology.

Here, we identify eight common misconceptions that are frequently encountered in the broad field of molecular ecology. These misconceptions appear in print and are perpetuated because non-specialists misapply concepts in molecular ecology, especially population genetic theory. Indeed, a recent review of 137 mismatch analyses demonstrated that about half contained simple errors in calculating the age of a population expansion (Schenekar & Weiss 2011). Theoretical principles in the many sub-disciplines of molecular ecology are numerous and often complex, and it is easier to apply standard, widely used analyses than to dig into the original literature of related disciplines. We focus on common misconceptions that have repeatedly produced erroneous conclusions in the molecular ecology literature. The views presented in this review are incomplete, but hopefully will promote reflection and discussion.

Eight misconceptions

(i) Some molecular markers are inherently better than others

The field of molecular ecology is rife with simplistic statements that one class of marker is more sensitive to population structure than another class. This misconception is most sharply apparent with claims that mtDNA (or any haploid inherited organelle) will show population divergence first in recently divided populations due to higher levels of genetic drift, or that microsatellites will show divergence first due to high mutation rates and heterozygosities. Both can be true in individual circumstances, depending on a complex array of conditions that include genetic diversity, genetic effective population size (Nₑ; i.e. the size of an idealized population that would experience the same amount of drift as the real population), mutation rate (μ) and migration characteristics, as well as sex-biased dispersal. No class of markers, however, is a priori more sensitive (i.e. is better able to detect population differentiation) under all conditions.

Under typical conditions of ongoing population divergence, mtDNA always has more power to detect population divergence than any single nuclear locus, but two or more polymorphic nuclear loci are expected to be more sensitive than mtDNA (Larsson et al. 2009). These findings are based on simulations in Powsim, a software package that estimates the level of population divergence that can be detected with a given number of loci and sample size (Ryman & Palm 2006; Ryman et al. 2006). One important caveat is that diversities among markers in these simulations are held to be identical. A polymorphic mtDNA locus can have more power than a cluster of microsatellite loci depending on overall diversity in these markers, which will vary among species and evolutionary histories.

While it is clear that loci with low diversity have limited power to resolve differences, it is also true that
extremely high diversity can limit the power to detect population divergence. It is a mathematical certainty that high heterozygosity depresses $F_{ST}$ values as demonstrated by Hedrick (1999). In addition, microsatellite loci can contain alleles that are identical in size (state) but not by descent (O’Reilly et al. 2004). The step-wise mutation model that predominates in microsatellite evolution produces a downward bias in estimates of population structure (by size homoplasy), relative to a marker evolving by the infinite allele model (Estoup et al. 2002). This effect will be most pronounced under scenarios of large population size ($N_e > 10^{6}$) and high mutation rate ($\mu > 10^{-5}$). The effect of high levels of allelic diversity on statistical power is not limited to microsatellites. For example, a survey of highly polymorphic mtDNA control region sequences in Pacific cod did not detect genetic partitions (Liu et al. 2010) that were apparent with less polymorphic mtDNA coding sequences (Canino et al. 2010).

Empirical data sets confirm that either mtDNA or microsatellites can detect population divergence not apparent in the other class of markers. Results for benthic (bottom dwelling) marine organisms are informative here because dispersal is accomplished almost exclusively through larvae, while juveniles and adults rarely move more than 1 km in a lifetime. Here, we can set aside concerns about sex-biased dispersal (and small population size in most cases), and ask how the inheritance of mtDNA and microsatellites shapes the magnitude of population divergence. A review of the literature on reef fishes shows that, in some cases, mtDNA and not microsatellites will demonstrate more divergence and in other cases the opposite is true. In an extreme example, a survey of microsatellite variation in the surgeonfish, Zebrasoma flavescens, detected seven populations and significant isolation by distance in the Hawaiian Archipelago ($F_{SC} = 0.026$, $P < 0.001$), while the parallel mtDNA survey showed no significant differences ($F_{SC} = 0.002$, $P = 0.38$; Eble et al. 2011). Clearly, both mtDNA and microsatellites can be more sensitive for detecting population divergence, and this is borne out in both theoretical (Larsson et al. 2009) and empirical studies (Eble et al. 2011).

It is now possible to interrogate tens of thousands of single nucleotide polymorphisms (SNPs) and to produce incredibly large data sets to search, for example, for genes under selection associated with adaptive traits (Hohenlohe et al. 2010). While SNPs aptly facilitate genomic scans, they must be used cautiously to estimate gene flow, effective population size, genetic diversity and evolutionary mechanisms, because SNPs are often embedded in DNA segments with an unknown genetic background. Methods that survey sequence variability, rather than single nucleotide positions, are still recommended to answer many of the classical questions in population genetics that require estimates of genetic diversity, gene flow or historical and contemporary population sizes. Clearly it is not defensible to make blanket statements about the utility of one genetic marker over another (also see Schlötterer 2004 review). To evaluate the optimal markers for a particular study, much more than the mode of inheritance or mutability needs to be considered. Pertinent information will include locus diversity, available sample sizes, and the level of population divergence. Of course most of this information is only available once the laboratory aspect of the study has begun. However, the versatile molecular ecologist can adjust study design in response to these considerations. For example, a researcher who finds deep (or diagnostic) mtDNA divergences between populations might shift the nuclear DNA analysis from microsatellites to the less variable intron sequences, a more appropriate choice for molecular evolutionary separations.

(ii) mtDNA produces higher $F_{ST}$ values than nDNA

The calculation of $F_{ST}$ and its analogues ($\Phi_{ST}$, $F_{ST}$, $G_{ST}$, $R$, $R_g$) is surprisingly complex, and the appropriate choice of a $F$-statistic depends heavily on the level of genetic diversity (Waples & Gaggiotti 2006; Holsinger & Weir 2009; Bird et al. 2011). In particular, parametric $F_{ST}$ has a downward bias in cases of high allelic diversity (typical of microsatellite loci). This can be corrected in a variety of ways (e.g. $F^*_{ST}$) by calculating the upper limit for the $F$-statistics in each case, and scaling that range to fit the usual $F$-statistic range of 0.0–1.0 (Hedrick 1999; Meirmans & Hedrick 2011). Notably, $\Phi_{ST}$, which takes sequence divergence into account, is usually larger than $F_{ST}$, except in special cases where deeply divergent lineages are distributed among populations, or where all haplotypes or alleles are equidistantly related (Bird et al. 2011).

During differentiation of two populations under ideal conditions (equal sex ratio, equal and low levels of migration, random mating within populations, no mutation and no selection), simulations show that the ratio (R value) of mtDNA $F_{ST}$ to nuclear $F_{ST}$ ranges from $R = 1.0–4.0$ (Larsson et al. 2009). That means the $F$-statistics range from equality to four times higher in mtDNA. Examples of this range of R values are abundant in the literature (Table 1). During divergence between populations without migration both mtDNA and microsatellites theoretically start with $F_{ST} = 0.0$ at time 0, and both end with $F_{ST} = 1.0$ at equilibrium (typically after thousands of generations). It should be noted, however, that though the maximum $F_{ST}$ is 1.0 at equilibrium, values at time 0 vary stochastically from
At equilibrium, both markers (if adjusted for heterozygosity) yield equivalent \( F_{ST} \) values, and values during the intervening period will generally be higher for mtDNA, but the approach to equilibrium depends on the degree of population substructure, the local deme effective population size and migration rate between those demes (Whitlock & McCauley 1999). Simulations by Larsson et al. (2009) show that during the march towards equilibrium, \( R = 4.0 \) initially, 1.6 in generation 200 and 1.0 in generation 1000.

As an illustration, the guanaco (wild llama) listed in Table 1 is an interesting case of a population on the island of Tierra del Fuego, isolated from mainland South America by a water barrier 8000 years ago (Sarno et al. 2001). This is a rare case of populations diverging in a known timeframe without migration, which would mean that the equilibrium value should

### Table 1

<table>
<thead>
<tr>
<th>Species</th>
<th>mtDNA ( F_{ST} )</th>
<th>( F_{CT} )</th>
<th>( R )</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smelt (<strong>Thaleichthys pacificus</strong>)</td>
<td>( F_{ST} = 0.023 )</td>
<td>( F_{ST} = 0.045 )</td>
<td>0.51</td>
<td>McLean &amp; Taylor (2001)</td>
</tr>
<tr>
<td>Red gorse (<strong>Lagopus lagopus</strong>)</td>
<td>( \phi_{ST} = 0.010 )</td>
<td>( R_{ST} = 0.16 )</td>
<td>0.63</td>
<td>Piertney et al. (2000)</td>
</tr>
<tr>
<td><strong>Lower population structure in mtDNA relative to microsatellites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Yellow Tang (<strong>Zebrasoma flavescens</strong>)</strong></td>
<td>( \phi_{CT} = 0.098 )</td>
<td>( F_{CT} = 0.116 )</td>
<td>0.84</td>
<td>Eble et al. (2011)</td>
</tr>
<tr>
<td><strong>Deepwater snapper (<strong>Pristipomoides filamentosus</strong>)</strong></td>
<td>( \phi_{ST} = 0.029 )</td>
<td>( F_{ST} = 0.029 )</td>
<td>1.00</td>
<td>Gaither et al. (2011)</td>
</tr>
<tr>
<td><strong>Caribou (<strong>Rangifer tarandus</strong>)</strong></td>
<td>( F_{ST} = 0.128 )</td>
<td>( F_{ST} = 0.127 )</td>
<td>1.10</td>
<td>Cronin et al. (2005)</td>
</tr>
<tr>
<td><strong>Equivalent population structure in mtDNA and microsatellite loci</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Warbler (<strong>Dendroica caerulescens</strong>)</strong></td>
<td>( F_{ST} = 0.019 )</td>
<td>( F_{ST} = 0.011 )</td>
<td>1.73</td>
<td>Davis et al. (2006)</td>
</tr>
<tr>
<td><strong>Alligator snapping turtle (<strong>Macrocelys temminckii</strong>)</strong></td>
<td>( \phi_{ST} = 0.98 )</td>
<td>( F_{ST} = 0.43 )</td>
<td>2.28</td>
<td>Roman et al. (1999), Echelle et al. (2010)</td>
</tr>
<tr>
<td><strong>Sea otter (<strong>Enhydra lutris</strong>)</strong></td>
<td>( F_{ST} = 0.466 )</td>
<td>( F_{ST} = 0.183 )</td>
<td>2.55</td>
<td>Larson et al. (2002)</td>
</tr>
<tr>
<td><strong>Lake whitefish (<strong>Coregonus clupeaformis</strong>)</strong></td>
<td>( F_{ST} = 0.496 )</td>
<td>( \theta = 0.161 )</td>
<td>3.08</td>
<td>Lu et al. (2001)</td>
</tr>
<tr>
<td><strong>Guanaco (llama) (<strong>Lama guanicoe</strong>)</strong></td>
<td>( F_{ST} = 0.459 )</td>
<td>( F_{ST} = 0.104 )</td>
<td>4.41</td>
<td>Sarno et al. (2001)</td>
</tr>
<tr>
<td><strong>Higher population differentiation in mtDNA relative to microsatellite loci</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Humpback whale (<strong>Megaptera novaeangliae</strong>)</strong></td>
<td>( \phi_{ST} = 0.277 )</td>
<td>( F_{ST} = 0.043 )</td>
<td>6.44</td>
<td>Baker et al. (1998)</td>
</tr>
<tr>
<td><strong>Hammerhead shark (<strong>Sphyrna leucini</strong>)</strong></td>
<td>( \phi_{ST} = 0.519 )</td>
<td>( F_{ST} = 0.035 )</td>
<td>14.80</td>
<td>Daly-Engel et al. (2012)</td>
</tr>
<tr>
<td><strong>Sperm whale (<strong>Physeter macrocephalus</strong>)</strong></td>
<td>( G_{ST} = 0.03 )</td>
<td>( G_{ST} = 0.001 )</td>
<td>30.00</td>
<td>Lyholm et al. (1999)</td>
</tr>
<tr>
<td><strong>Blacktip shark (<strong>Cararcharinus limbatus</strong>)</strong></td>
<td>( \phi_{ST} = 0.350 )</td>
<td>( F_{ST} = 0.007 )</td>
<td>50.00</td>
<td>Keeney et al. (2005)</td>
</tr>
<tr>
<td><strong>Bechstein's bat (<strong>Myotis bechsteinii</strong>)</strong></td>
<td>( F_{ST} = 0.809 )</td>
<td>( F_{ST} = 0.015 )</td>
<td>53.90</td>
<td>Kerth et al. (2002)</td>
</tr>
<tr>
<td><strong>Spectacled eider (<strong>Somateria fischeri</strong>)</strong></td>
<td>( F_{CT} = 0.189 )</td>
<td>( \theta = 0.001 )</td>
<td>189.00</td>
<td>Scribner et al. (2001)</td>
</tr>
<tr>
<td><strong>Loggerhead turtle (<strong>Caretta caretta</strong>)</strong></td>
<td>( \phi_{ST} = 0.42 )</td>
<td>( F_{ST} = 0.002 )</td>
<td>210.00</td>
<td>Bowen et al. (2005)</td>
</tr>
</tbody>
</table>

*Attributed to female-biased dispersal in the red grouse.
†Excluding cases of male-mediated dispersal.
‡Attributed to male-mediated dispersal.
be $R = 1.0$. In contrast, the detected $R = 4.41$, indicate nonequilibrium conditions or other factors such as selection or strong drift influencing population divergence.

During population divergence with migration, simulations indicate that equilibrium values of $F_{ST}$ for mtDNA are always higher than those for nuclear markers. Using a low but realistic migration rate of $m = 0.005$ (where $m$ is the proportion of each population that receives migrants per generation), Larsson et al. (2009) calculate an equilibrium $F_{ST} = 0.66$ for mtDNA, and $F_{ST} = 0.33$ for nuclear loci. This yields $R = 2$; however, this ratio (and the disparity between $F_{ST}$ values for the two classes of markers) rises towards $R = 4$ under scenarios of higher migration. The example here and the guanaco above underscore that straightforward theoretical expectations do not necessarily translate to the natural world, but do act as a touchstone for reasonable expectations and are guiding principles not binding regulations.

Sex-biased dispersal is an extreme form of divergence with migration, and this condition alters patterns of population subdivision and $R$ ratios, as indicated by comparisons of uniparental and biparental markers (Karl et al. 1992; Bowen et al. 2005). Male dispersal predominates in many vetebrate groups, with higher divergence among populations recorded in mtDNA (Table 1). Female dispersal predominates in birds (Prugnolle & de Meeus 2002), and in at least one case yields higher $F_{ST}$ in microsatellites than mtDNA ($R < 1$; Table 1). An interesting case of female-biased dispersal is recorded for the primate *Homo sapiens*, in which autosomal chromosomes, mtDNA and Y chromosomes yield estimates of genetic variance between continents of 8.8%, 12.5% and 52.7%, respectively (Seielstad et al. 1998). In the anadromous fish *Thaleichthys pacificus* from the northeast Pacific, the microsatellite value is $F_{ST} = 0.045$, while the corresponding mtDNA value is $F_{ST} = 0.023$ ($R = 0.51$ in Table 1; McLean & Taylor 2001). Clearly, $F_{ST}$ values from either mtDNA or microsatellites can be higher, depending on a complex set of conditions. The haploid inheritance of mtDNA (and other organelles) confers higher $F_{ST}$ values under most conditions, but both theoretical and empirical studies show that this is not invariably true.

(iii) Estimated population coalescences are real

MtDNA genealogies are commonly used to infer historical demographics with coalescence theory (Kingman 1982), implemented in sequence mismatch analysis (Rogers & Harpending 1992) and Bayesian skyline plots (BSP; Drummond & Rambaut 2007), among other methods (Hey & Nielsen 2004). These methods produce estimates of compound parameters that include effective population size and mutation rate. Estimates of mutation rate are needed to extract the population variables and to date population events. However, several sources of error, including sample size and estimates of mutation rate, can seriously compromise the accuracies of coalescence-based analyses to infer population histories.

To illustrate some of these errors, we use coalescence simulations of nonrecombining DNA sequences under a population history of recent population growth that is typical for marine species (Box 1). These simulations show variability in the gene genealogies within a population and times to most recent common ancestor (TMRCA) for two sample sizes (Figs 1a and 2a). TMRCAs among replicate genealogies varied by a factor of two, and shapes of the genealogies varied considerably among replicates, even for the same sample size. In practice, the distributions of mutations along branches can then be used to reconstruct a genealogy (Figs 1b and 2b). In addition to coalescent variability, an observed DNA genealogy reflects only one realization of many possible mutation histories. In our simulations, mutation trees largely captured deep partitions in the coalescent trees, but did not always resolve relationships in the upper (younger) part of the trees. The variability among realized DNA trees can also be seen in...

---

**Box 1. Coalescence modelling**

Coalescence simulations of DNA genealogies are made in two steps (Hudson 1990). First, a coalescence tree depicting the genealogical relationships among individuals in a sample is created by moving backward in time. At each generation, the model assigns a common ancestor to two individuals or groups based on effective population size. Since coalescences between lineages occur more rapidly in small populations, genealogies in small populations are shallower than in large populations. Coalescences between lineages continue each generation until the most recent common ancestor (MRCA) is reached at the base of the genealogy.

In the second step, mutations are placed on the genealogy in the forward direction beginning with the MRCA. The amount of detail in the genealogy captured by mutation depends on the mutation rate. A small mutation rate may show deep partitions in the tree, but may fail to show recent population events. A large mutation rate may resolve the upper branches and twigs in the tree, but not the deep history of the population.
the contrasting shapes of Bayesian skyline plots (BSPs; Figs 1c and 2c) and mismatch distributions (Figs 1d and 2d). Remarkably, these results were generated with the same demographic and mutation models.

These simulations show how coalescent and mutational randomness conspire to produce a variety of mtDNA genealogies for the same population history (Rosenberg & Nordborg 2002). However, molecular ecologists do not always appreciate that a single molecular genealogy perhaps produced by months of field and laboratory work, represents only one of an infinite number of possible coalescent and mutational realiza-
tions. In the hands of most molecular ecologists, data sets producing contrasting BSPs and mismatch distributions generally prompt different interpretations. For example, small differences in shapes of BSPs were used to argue alternative hypothesis of population colonization and expansion (e.g. peopling of the Americas: Kitchen et al. 2008; Fagundes et al. 2008). When samples are difficult to collect or to sequence, we often attempt to maximize our efforts by resorting to batteries of statistical tests. The pitfall of this approach, however, is the temptation to over-interpret results.

Another source of error is inaccurate estimates of mutation rate (\( \mu \)) to calibrate a molecular clock. In marine studies, the closure of the Panama Seaway in the late Pliocene (Marko 2002; Coates et al. 2005) and the opening of Bering Strait in the early Pliocene (Verhoeven et al. 2011) are commonly used to calibrate \( \mu \). When an internal calibration is unavailable, researchers use a proxy calibration based on other taxa, or a ‘universal’ molecular clock rate (e.g. Bowen & Grant 1997). These phylogenetically derived mutation rates, however, appear to overestimate the ages of phylogeographical events inscribed in genetic data, sometimes by an order of magnitude (Ho et al. 2005, 2008; Crandall et al. 2012). As a result, BSPs and mismatch analyses in many studies appear to indicate population expansions during glacial maxima (Canino et al. 2010; Liu et al. 2010, 2011; Stamatis et al. 2004; Strasser & Barber 2009; Pérez-Losada et al. 2007; Marko & Moran 2009; Carr & Marsall 2008; Hoarau et al. 2007; among many others). These shapes are unlikely, because marine populations contract and expand in response to decadal environmental shifts (Perry et al. 2005) and larger environmental disturbances are expected to have correspondingly larger effects on population abundances and distributions.

One possible explanation for inaccurate molecular clocks is that mutation rates may be ‘time dependent’ (Ho et al. 2005). Calibrations based on recent divergences between taxa show much larger mutation rates than calibrations based on ancient phylogenetic divergences for birds (Ho et al. 2005, but see Emerson 2007) and marine invertebrates (Crandall et al. 2012). The apparent elevation in mutation rate in recently diverged populations may be due to several factors, without having to invoke changes in the instantaneous rate of mutation. One source of error stems from the failure to account for polymorphisms in an ancestral population before it split into isolated populations destined to become new species (Hickerson et al. 2003; Charlesworth 2010). This effect is magnified in large populations, such as those in many marine species, and with the use of recent separation times to calibrate the molecular clock. Background selection on slightly deleterious alleles (Ho & Larson 2006; but see Peterson & Masel 2009) and balancing selection (Charlesworth 2010) may also contribute to apparent elevated mutation rates in recent divergences.

In many cases, the incorrect dating of phylogeographic events may be an artefact of a particular analytical method (e.g. mismatch analysis or BSPs) that does not distinguish between different histories of gene lineages in a sequence data set. For example, mtDNA data sets often consist of shallow, star-shaped lineages connected by deeper separations. When the star-shaped lineages are examined individually, the use of ‘standard’ phylogenetically derived estimates of mutation rate yields reasonable temporal estimates of recent population events (e.g. Saillard et al. 2000). Appropriate ‘apparent’ mutation rates for some methods of analysis can be estimated empirically with the analytical method itself. For example, Crandall et al. (2012) used BSPs to estimate population expansion dates in three marine species inhabiting the Sunda Shelf by reasoning that an expansion could only have occurred after the last glacial maximum (LGM), when rising sea levels submerged the shelf. Alternatively, Grant & Cheng (in press) simulated mtDNA sequences under a demographic model constructed from Pleistocene temperatures (Jouzel et al. 2007) to date the expansion of red king crab populations in the North Pacific (Fig. 3).

In addition to providing an empirical mutation rate, our simulations demonstrate several features of coalescence analysis that can lead to erroneous inferences (Fig. 4). First, a putative stable population history preceding a recent population expansion (as reported in many cases) may be an artefact of coalescence analysis. Second, only the most recent episode of rapid population growth can be detected, even if the populations experienced several periods of growth and decline. Population declines during the LGM may not be severe enough to lower genetic diversities, but are sufficient to erase information about previous population swings. This loss of information results in a flat population curve that is often erroneously interpreted as population stability over much of the Pleistocene. Third, a spike in population size is associated with warming after the last glacial maximum 18 000–20 000 years ago. However, the use of the wrong mutation rate (Ho et al. 2011) or inattention to ancestral polymorphisms (Hickerson et al. 2003) can place this almost universal signal of population growth in a previous interglacial period or even at a glacial maximum. Molecular ecologists often test phylogeographic models with standard computer programs and with standard estimates of mutation rate without appreciating the pitfalls of coalescence-based analyses. Though coalescence-based
analyses are valuable and informative, their estimation and interpretation need to be very carefully considered.

(iv) More data are always better

Molecular ecologists live in exciting times. Not only has the availability of molecular tools considerably increased in number and ease of use, but analytical approaches have kept pace. With such sequencing methods as Roche 454 pyro- and Illumina sequencing and Bayesian algorithms to analyse data, many questions can be addressed that were previously impossible or were possible only with model organisms. For example, Hohenlohe et al. (2010) used 45 000 SNPs in 20 threespine sticklebacks from each of five locations (two oceanic and three freshwater forms) and found that several loci were likely under selection and responsible for phenotypic differences among groups. Other researchers used entire mitochondrial genomes (~16 700 bp) to address evolutionary questions such as the origins of freshwater fishes (Nakatani et al. 2011). Neither of these studies could have been conducted 15 years ago. While researchers now have the ability to collect and analyse large parts of the genome quickly, are these large amounts of data helping to answer classic questions? The answer is surprisingly complex.

To determine how much data to collect, one must consider how much data are needed to produce robust conclusions. Will large amounts of data resolve questions that were not answered with smaller data sets because of weak signal or too little power? In the case of sticklebacks, only a large amount of data could support the conclusions of the study. Here, the question was which genes are likely responsible for the evolution of body forms in sticklebacks. A large data set of 45 000 SNPs greatly enhanced the chances that some of these markers would be linked to regions in the genome responsible for phenotypic differences. Though the conclusions are tentative, they provide a strong foundation for unravelling the genetic basis of adaptive mechanisms.

The study of the systematics of flightless (ratite) birds provides a contrasting example. Traditionally, both morphological and molecular studies indicated a monophyletic ratite grouping, including Cassowary, Emu, Kiwi, Ostrich, Rheas and Moa, but excluded the flighted sister taxon, the Tinamous (Prager et al. 1976; Sibley & Ahlquist 1990). Two studies using complete or near complete sequences of the mtDNA genome supported this model (Cooper et al. 2001; Haddrath & Baker 2001). Two studies of at least 19 nuclear DNA sequences from the ratites and Tinamous indicated that Tinamous clus-
tered within the ratite group and was a sister taxon to a Cassowary-Emu-Kiwi lineage (Hackett et al. 2008; Harshman et al. 2008) implying that ratites are paraphyletic. Phillips et al. (2010) undertook a second whole mtDNA study to resolve this problem and the new results supported the ratite paraphyly found with nDNA.

Did more data result in different conclusions? In some ways they may have, but in other ways probably not. In the nuclear studies, the systematic relationships among the taxa were estimated from multiple, unlinked loci. Basing phylogenetic relationships on multiple markers is generally a more robust approach, because it dilutes the vagaries of single-marker evolution (Felsenstein 2006). For the nDNA analysis, more loci added useful information. As a nonrecombining genome, however, the entire mtDNA molecule can be considered a single-locus and the mtDNA tree may not reflect a species-level phylogeny (Avise 1994). Though Phillips et al. (2010) included more mtDNA data (i.e. two additional kiwi species), they also used the same sequences from the previous mtDNA studies (Cooper et al. 2001; Haddrath & Baker 2001). The new kiwi sequences clustered with the old kiwi sequences, so the new data, clearly, did not alter the conclusion. A major difference among the studies, however, was that Phillips et al. (2010) used different analytical approaches and a different DNA mutation model. An underlying difficulty is that these birds likely radiated rapidly in the ancient past, so the evolutionary signal of relationship in mtDNA at deeper nodes has largely been lost. Hence, an absolute resolution of this debate is unlikely with mtDNA. It is comforting, however, to know that with new analyses, mtDNA can be concordant with the results from nDNA. Overall, it is important to keep in mind that some evolutionary questions cannot be definitively answered with DNA data because the event took place too long ago, or because several lineages diverged over the same timeframe, or both. The important considerations when robust conclusions are lacking are the sensitivity and power of the data. When reporting results where it is clear that the markers had little sensitivity (i.e. were not variable enough) and low power (e.g. few loci were used), it is appropriate to acknowledge that more data might change or refine the conclusions. If, however, all analyses and markers strongly indicate the same result, adding more data simply to reach some idealized number of loci or sequence length is unlikely to add further insight.

(v) One needs to do a Bayesian analysis

Concomitant with the huge volume of data that can be generated in a relatively short period of time, analytical approaches have dramatically increased in number and approach. We acknowledge that none of the authors has thorough training in mathematics or statistics and we certainly do not want to add more misconceptions to the literature. We can, however, relate some of the pitfalls to new and intellectually compelling analytical methods. One of the first computer programs to analyse population genetic data was BIOSYS-1 (Swofford & Selander 1981). It is a straightforward FORTRAN program that provides the basic analyses of genetic data [e.g. fit to Hardy–Weinberg expectations, similarity and distance measures, Wright’s F-statistics (Wright 1943), etc.]. A citation report from The Web of Knowledge (http://apps.webofknowledge.com) shows a peak in citations in 1996 (180) with a gradual drop to 16 in 2011 (Fig. 5). A newer program, GENEPOP (Raymond & Rouset 1995), shows a similar pattern with a gradual rise and fall, peaking in 2009. There are two differences between the pattern of citation for GENEPOP and BIOSYS-1. Notably, BIOSYS received 180 citations at its peak and a total of 2 205 citations, whereas the peak GENEPOP citation number was 909 in 2009 and a total of 7 740 as of 31 December 2011 (Table 2). There are clearly many more publications dealing with population genetic data now than in the heyday of BIOSYS. It is also interesting to note that both BIOSYS and GENEPOP peaked in citations 14 years after they were introduced. Though citations for several other analysis programs have shown a decline in 2010 or 2011, it is still too early to tell whether these trends will continue. Logically, it seems reasonable that the trend seen for BIOSYS will be replayed as new techniques and approaches are developed. The point is that, there has always been some new, hot analytical method and it is this method that is generally believed to be the best
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approach. Of concern, however, is that reviewers and editors often criticize a manuscript because the authors did not use the latest approach regardless of the robustness of their conclusions. In addition, authors may want to use whatever the hottest program is regardless of their understanding of the mathematical approach and the appropriateness of the method.

An old, but revived analytical approach (Bayes 1763) has recently been applied to population genetic and phylogenetic analyses. These are Bayesian approaches that estimate the distribution of a parameter based on the collected data. One of the more widely used programs for estimating population subdivision is STRUCTURE (Pritchard et al. 2000) and for phylogeny reconstruction is MRBAYES† (Ronquist & Huelsenbeck 2003). The literature citation patterns for these programs are similar to BIOSYS and GENEPOP (Fig. 5). As with GENEPOP, it is too soon to tell for how long these trends will continue. Definitely, these are useful and informative computer programs. The fundamental question here is, does a Bayesian approach provide more or deeper insight than other approaches?

One of the strengths of a Bayesian method is that, several types of data can be combined into a single analysis and multiple parameters can be estimated simultaneously. It is intellectually compelling to include as much information as is known when trying to reconstruct a complex event. Surprisingly, however, published genetic studies often use uninformative priors (e.g. uniform or flat) and include no other information beyond the genetic data. We are not suggesting that the use of uninformative priors is resulting in erroneous results, just that the true power of a Bayesian analysis lies in the ability to bring additional information to the estimation. More importantly, however, eschewing informative priors causes a Bayesian analysis to converge on a likelihood analysis (Dale 1999). Notably, the criteria for priors are highly debated. For the most part, if there are sufficient data and the underlying signal is strong, Bayesian analyses are robust to the choice of priors (King et al. 2010). That is, if the analytical results are highly significant and the data uniformly indicate the same solution, then a Bayesian analysis with uninformative priors is likely to result in the correct solution. If, however, the data are few or not particularly informative, choosing an inappropriate flat prior can adversely affect the outcome (King et al. 2010) and may simply result in returning the prior value for the parameter being estimated. It is also probably true that if the data are sufficiently informative to remove the importance of the prior, a non Bayesian analysis is likely to produce the same result. Another limitation to Bayesian (as well as likelihood) approaches is that they can take a very long time to run, especially with large data sets. As such, they are rarely, rigorously tested using scenarios mirroring natural populations. Even more so, when they are tested (Faubet et al. 2007), there are many realistic conditions under which they perform poorly. Even more troubling is that incorrect answers can be associated with high confidences (i.e. posterior probability). When suggesting or evaluating a method of data analysis, it is important to assess how strong the result is and determine whether there is a benefit to a different approach. In many cases in molecular ecology, the information needed to choose appropriate priors for a Bayesian analysis is mostly lacking. Though Bayesian analyses are clearly powerful and can, at times, provide a solution where other approaches cannot, they are not always the best approach.

(ii) Selective sweeps influence mtDNA data

A selective sweep is the process by which a beneficial mutation increases in frequency relative to other alleles in the population and, all else being equal, ultimately becomes the only allele in the population (i.e. fixed). One outcome of a selective sweep is that loci linked to that mutant allele also increases in frequency, a process called genetic hitchhiking (Kaplan et al. 1989; Braverman et al. 1995). Hence, in the case of strong selection, the rapid fixation of a de novo beneficial mutation can eliminate genetic variation in a portion of the genome (Maynard Smith & Haigh 1974; Nielsen 2005). Alternatively, changing selection pressures can favour a previously neutral allele, which would also purge genetic variation from the population but not to the same extent as a de novo one with the same selection coefficient value.
Because the animal mitochondrial genome typically does not undergo recombination (Birky 2001), any single codon affected by selection will produce a hitchhiking effect for the entire molecule, in principle making mtDNA particularly sensitive to selective sweeps. Ballard & Whitlock (2004) reviewed the evidence for mechanisms of selective sweeps and a suite of studies documenting selective sweeps in animals. One particularly clear example is the spectacular impacts of Wolbachia (a maternally inherited γ-proteobacteria that causes a variety of reproductive abnormalities in the host) that can result in only a single haplotype dominating an entire population (e.g. Turelli & Hoffmann 1991; Nurminsky et al. 1998). For example, in Drosophila simulans, Wolbachia infection induces cytoplasmic incompatibility such that an infected male, mating with a female that does not carry that same strain of Wolbachia or is uninfected, will produce a reduced number of offspring or be effectively sterile (Turelli & Hoffmann 1991). This is clearly strong selection pressure for the fixation of a single strain of Wolbachia. Due to the potential role of hitchhiking in shaping mtDNA diversity, selective sweeps are often invoked when addressing a surprising or counter-intuitive result. It is the argument most frequently used to downplay the value of single-locus mtDNA studies, but how often is it really happening?

In some cases, conflicting patterns inferred from nDNA and mtDNA are interpreted as evidence of a selective sweep (e.g. Houliston & Olson 2006; Linnen & Farrell 2007), whereas in others it is interpreted as evidence of introgression, some demographic historic impact, sex-biased dispersal (e.g. Fay & Wu 1999; Rokas et al. 2001; Bowen et al. 2005; Compert et al. 2006) or some combination of these events (e.g. Rato et al. 2010). The majority of studies use statistical tests of linkage disequilibrium around the targets of selection to detect a selective sweep (Kim & Stephan 2002; Kim & Nielsen 2004; Nielsen 2005). Essentially, these tests examine whether a given haplotype is overrepresented in the population. Under neutral evolution, genetic diversity in a population is expected to be a function of the product of the genetically effective size (Nₑ) and the mutation rate (μ).

Even though selective sweeps are often invoked, the number of studies reporting empirical evidence for them is surprisingly small (reviewed by Ballard & Whitlock 2004; Dowling et al. 2008). Among the most commonly cited support for the wide-spread action of selective sweeps on mtDNA is the work of Bazin et al. (2006) which showed that mtDNA diversity does not follow intuitive predictions about population size in a survey of approximately 3 000 animals. Bazin et al. (2006) showed that nuclear but not mtDNA variability generally fit predictions of levels of genetic diversity based on population sizes, which are expected to be larger for invertebrates than vertebrates, marine than terrestrial, and smaller than larger organisms. The poor fit of mtDNA diversity to neutral expectations based on population sizes was explained by frequent selective sweeps, and the authors conclude that ‘…recurrent adaptive evolution challenges the neutral theory of molecular evolution and questions the relevance of mtDNA in biodiversity and conservation studies’ (Bazin et al. 2006). In response, Mulligan et al. (2006) use the same methodology to show that the expected correlation between nuclear and mitochondrial DNA diversity and population size is robust in the well-studied eutherian (placental) mammals. Wares et al. (2006) further point out that the neutrality index (NI) developed by Rand & Kann (1996) and used by Bazin et al. (2006) is appropriate for only closely related taxa such as the eutherian mammals, and the test is biased to find selection between more distantly related organisms. Wares et al. (2006) finally point out that the comparative paucity of exhaustive invertebrate phylogenies forces more distant outgroup comparisons in the analysis of Bazin et al. (2006). The suite of responses to Bazin et al. (2006) argues that the observed pattern provides only indirect inference of selective sweeps in animal mitochondria. Likewise, in a survey of 162 well-studied fish species for which contemporary abundance can be accurately estimated, McCusker & Bentzen (2010) found a strong association between abundance and measures of genetic diversity for both mtDNA and microsatellites. They conclude that results ‘generally conform to neutral expectations’ for these markers, and found no evidence of selective sweeps for either nuclear or mitochondrial markers.

If selective sweeps are a common and ubiquitous process then why is mtDNA variation roughly threefold higher than nuclear variation in the Bazin et al. (2006) study? Clearly the subject of what processes drive variation in mtDNA among natural populations is complex and incompletely understood (reviewed by Ballard & Whitlock 2004; Dowling et al. 2008; see also Theisen et al. 2008). Any simple generalization is indefensible with the data at hand; however, the abundance of mtDNA diversity in natural populations indicates that selective sweeps of the mitochondrial genome are rare.

(vii) Equilibrium conditions are critical for estimating population parameters

Many of the analyses and theoretical principles in molecular ecology assume, explicitly or implicitly, that the population under consideration is in equilibrium for the four factors that change allele frequencies: mutation,
drift, migration and selection. Population size is not changing, so the rate of drift is the same as it was generations ago. Migration barriers between two subpopulations have not recently been removed or established, and the rate and direction of migration is not changing. One reason for the assumption of equilibrium is simple; genetic studies are mostly single slices in time, but draw conclusions about what happened in the past or will happen in the future. For example, a population experiencing a recent bottleneck is likely to retain most of the ancestral heterozygosity. Low-frequency alleles are lost in a bottleneck but they contribute little to the overall heterozygosity levels, and only extreme and sustained bottlenecks will result in extensive inbreeding (Nei et al. 1975). If we assess a population soon after a bottleneck, we would estimate a genetically effective population size much larger than it would be at equilibrium because the expected loss of heterozygosity due to inbreeding requires a sustained bottleneck. The unfortunate reality is that the evolutionary forces acting on populations are always changing, and it is likely that few natural populations are ever in complete equilibrium. Should we then not undertake analyses that assume equilibrium? Though we urge caution, we think that avoiding analyses that assume equilibrium is an extreme view.

Natural populations are distributed over geographic space with varying degrees of gene flow connecting subregions. Those subregions where gene flow is high are generally considered panmictic (i.e. a single population). Subregions connected by limited gene flow will, over evolutionary time, differentiate in allele frequencies (assuming no selection). There are several ways to estimate the magnitude of differentiation among subpopulations (e.g. \( F_{ST} \), \( G_{ST} \), etc.) and these can be very useful in describing the genetic architecture of a species. One important assumption in all of these parameters, however, is that the populations under consideration have reached genetic equilibrium. If natural populations are not in equilibrium, is it useful to try to estimate the magnitude of differentiation?

The answer to this question depends on how far out of equilibrium the population is and the effect of this deviation on population parameter estimation. Unfortunately, neither of these have easy answers. On the one hand, if populations are never in equilibrium due to physical and biological perturbations and deviation from equilibrium has a significant affect, then analyses assuming equilibrium should be avoided. No hard and fast rule is applicable, because some population variables (e.g. \( F_{ST} \)) can return to equilibrium quickly after significant deviations (Crow & Aoki 1984; Birky et al. 1989; Whitlock & McCauley 1999), whereas others ( mismatch distribution) may not, and the rate of approach to equilibrium often depends on other parameters such as mutation rates and \( N_e \). In contrast, if natural populations are never in equilibrium, the equilibrium value is of theoretical not empirical or practical concern. Presumably, we are estimating a parameter to gain insight into a real population. If the real population never attains a theoretical ideal, the measurement taken out of equilibrium is more reflective of the actual population. Attaining equilibrium can take 10 000s of generations (Birky et al. 1989), depending on rates of migration, \( N_e \), mutation and drift. Even so, movement to equilibrium follows an asymptotic curve with the largest change in the first 100’s of generations, followed by a long, gradual approach to true equilibrium (Wright 1965; Whitlock & McCauley 1999). Hence a population will reach a state close to equilibrium fairly quickly and retain this status for most of the march towards equilibrium (Slatkin 1993).

There may be some clues as to how close a population is to equilibrium. For example, the green crab, *Carcinus maenas*, is a highly successful aquatic invasive species having established populations in temperate regions of all continents during the last several centuries of ship traffic. Darling et al. (2008) use genetic analyses to reveal that the Atlantic US coastal population was introduced from Europe and subsequently spread to the west coast of North America. Samples from the east and west coast are genetically indistinguishable. Discarding the possibility that east and west coast populations represent a panmictic group, genetic data alone yields an incorrect conclusion about population structure, because the cessation of migration between the two groups is too recent, and the populations have not reached migration-drift equilibrium. Alternatively, many North American species were extirpated from their northern ranges during Pleistocene glaciations. For example, the chestnut-backed chickadee (*Poecile rufescens*) was likely limited to the southern part of its western North American range until the northward retreat of the Cordilleran glacier (~12 500 years ago). Results of genetic analysis (Burg et al. 2006) indicated population differentiation among many but not all of the sampled populations. Although the age of the northern recolonization is unknown, there likely have been 1000s of generations since that event. In this case, it is unlikely that nonequilibrium conditions are adversely affecting the results. The chestnut-backed chickadee may not be at migration-drift equilibrium, but it is likely closer to equilibrium than the green crab. The point here is that when considering results assuming equilibrium, it is prudent to ponder two related questions: 1) are the results consistent among tests and with what else is known about the species under consideration; and 2) are the inferences from these analyses
couched with proper caveats and alternative hypotheses? Discounting a result simply because it relies on equilibrium conditions should only be done in the broader context of what else is known about the biology, ecology and evolutionary history of an organism.

(viii) Having better technology makes us smarter than our predecessors

The Discovery Channel, Wikipedia and Time Magazine are among the many sources that list the greatest scientific achievements through time. Arguably, the major advances in biology over the past few decades are technological rather than conceptual, with the major conceptual breakthroughs that set the modern framework for the many fields of biology arising primarily before this technological age. Early DNA technologies did not lend themselves easily to studies in molecular ecology. For example, when the chain-termination method of DNA sequencing was published (Sanger & Coulson 1975) the process was impractical for population research because of the vast resources needed to clone each sequence. The chemical modification and cleavage method (Maxam & Gilbert 1977) allowed direct sequencing of purified DNA, but sequencing was still technically complex and impractical for more than a decade. With the exception of a few well-funded laboratories, attempts to sequence DNA was not routine until computer and laboratory technology advanced to the point where by the early 1990s laboratories were able to easily sequence up to 100 000 base pairs if they could manage the cost (both in terms of labour and reagents). The Human Genome Project led engineers and scientists to improve the speed and accuracy of sequencing, which led to increased availability and a concordant reduction in the overall cost of sequencing (Watson 1990).

As a result of these technological advances, not just in DNA sequencing, but also in computing power and web-based manuscript review, the trend has been for more data per publication, shorter time to publication and more publications per author in the field of molecular ecology. For example, 181 recently hired tenure-track faculty worldwide had an average of 2.9 years of postdoctoral experience and an average of 11.75 (maximum 45) peer-reviewed publications at the time of hire (Marshall et al. 2009). By comparison, a search of Web of Knowledge (Thomson Reuters formerly ISI) most highly cited authors returned 12 that completed their doctoral dissertations before 1990 and whose CVs are available online. These researchers produced an average of only 4.6 ± 0.2 publications by three years after graduation. Likewise, a dissertation in one of the disciplines of molecular ecology prior to 1990 was typically based on sequences from a single-locus and samples sizes of tens of individuals, whereas today dissertations are routinely expected to include several hundred lengthy sequences for multiple genes.

This increased expectation and rate of publication also results in ever more submissions to journals, which increase rejection rates due to space limitations, and that builds pressure on authors to claim the first, biggest or best study for submissions to high-impact factor journals. Claiming to be the first study to ever show some result is facilitated by an eroding knowledge of the classic literature. The awareness of the classical literature in molecular ecology is restricted by search engines that index only the past few decades of research and by the limited number of citations allowed in a publication (Pechenik et al. 2001; Toonen 2005). These two restrictions reduce the ability to re-discover overlooked, but important findings in the past (e.g. Wagner et al. 2011). All the authors of this review have reviewed papers in which disparaging remarks are made about how previous workers were misled by the limitations of the technology of their time. We must remember that these people were just like us in that they did the best they could with the technology of the day and their studies have laid the groundwork upon which our modern techniques and analyses depend. It is easy to cast stones while standing on the shoulders of giants, but we must not forget that true genius lies in the unravelling of diploid inheritance, the discovery of natural selection, the definition of an enduring species concept, the illumination of speciation, founding the field of phylogeography, or creating a journal that consolidates this field.

Discussion

In this review, we highlight some common misconceptions and oversimplifications, but the list is hardly comprehensive. Our goal is to stimulate discussion about how molecular ecologists apply their craft. Many misconceptions in the various subdisciplines of molecular ecology arise as a consequence of the huge amount of data that can be relatively easily and rapidly generated and analysed. There are many more automated DNA sequencers than classes in population genetic theory, and as self-educated molecular ecologists contribute in professional service, we sometimes see misconceptions perpetuated by journal authors, reviewers and editors.

To illustrate the growing complexity of data analysis, consider the history of computer software in population genetics. During the inception of empirical population genetic studies in the 1970s, when electrophoretic methods were first applied to population studies (Selander & Yang 1969; Utter et al. 1973), private programs on computer cards for mainframe computers circulated
among researchers. Knowledge of programming languages such as FORTRAN and access to uncommon and specialized equipment were necessary to implement new statistical procedures as they appeared in the literature. Today, a myriad of sophisticated computer programs take advantage of the ever-increasing capabilities of desktop computers to analyse large data sets at great speeds. Some of the misconceptions outlined in this review arise from the misapplication of these programs. Laptop computers now exceed the capabilities of the mainframe computers of 30 years ago and facilitate statistical tests based on likelihood or Bayesian methods that require millions of iterations to distinguish between models. As the field of molecular ecology rapidly grew into the current heyday, so did some of the misconceptions made along the way. Seventy years ago, Julian Huxley articulated a similar phenomenon in a heyday of organismal evolution, and coined the term ‘modern synthesis’ in the process.

At the end of this review, many readers will still believe that if they can properly format data for MEGA (Tamura et al. 2011) or ARLEQUIN (Excoffier et al. 2005), they do not need population genetic theory, they can pick it up along the way, or all the information they need is in the manual. Considering the high error rate (49.9%) in publications of a simple calculation of a population genetic parameter revealed by Schenekar & Weiss (2011), our answer is this: about half of you are right. Keeping misconceptions, inaccuracies and misstatements out of the published literature is a very complex process involving several facets. The first line of defence against the introduction of misconceptions lies with the author. It is incumbent on authors to be certain that what they are publishing is precise and accurate. This is important not only with the initial creation of the manuscript, but during the review process as well. As disturbing as it is surprising, a survey of 179 first authors publishing in Academy of Management Journal and Academy of Management Review revealed that nearly 25% of them made manuscript changes that they thought were incorrect, in response to pressure from reviewers (Bedeian 2003). Notably these opinions are from the published (i.e. not rejected) authors. The pressure to satisfy reviewers is considerable and reinforced by the pressure to publish. As authors, we find ourselves including statements in manuscript that, though we don’t believe are necessary or improve the manuscript, we think will accommodate dubious criticisms from reviewers.

The publication process also is a critical junction where misconceptions can not only become enshrined but also dispelled, and our primary defences here are the reviewers and editors who handle journal submissions (Newton 2010). As manuscript reviewers ourselves, we routinely encounter statements that are peripheral to our expertise. We may, however, have a sense that the statement is somehow incorrect or lacking support. When this occurs, it is important for us to verify the statement. Sometimes this requires consulting the primary literature, checking citations to be sure they are appropriate and consulting with experts on that topic. This takes time but is necessary for a proper review, will help to reduce misconceptions and introduce us to new concepts along the way. Taking responsibility for and acknowledging gaps in our training is especially important because, though the number of reviewers appears to be unchanging (Vines et al. 2010), there is a negative correlation between the willingness of a reviewer to accept a review invitation and the reviewer’s ‘…reviewing expertise, stature in the field, and professorial rank’ (Northcraft 2001). What this means is that the people who are most qualified to catch and correct misinformation are reluctant to contribute to the review process.

As we are also associate editors who shepherd manuscripts through the review process, it is important for us to remember that the journal and the authors rely on our expertise to untangle careless, conflicting, or conflated statements both in the manuscript and in the reviews: to sift the intellectual wheat from the chaff (Northcraft 2001; Schwartz & Zamboanga 2009). When confronted with an unfamiliar concept, the same verification process as above needs to be conducted. As the ultimate referee, the editor should render an independent opinion as to the soundness of the research, analysis, conclusions and presentation. Equally important, however, the editor needs to review the reviews. All reviews are not equal and authors deserve an expert opinion on the veracity of criticisms and the validity of suggested changes (Tsang & Frey 2007). We sometimes hear that the peer-review process is broken: A Google search of “peer-review is broken” in December 2011 resulted in 7 450 pages (though we did not verify every page). A common theme is that editors do not take enough care with submissions (Smith 1997; Schwartz & Zamboanga 2009). Our experience supports this assertion, and the nadir of this situation is that many editors do not read the submissions. A signature of this problem is that, editors send authors the reviews along with boilerplate verbage provided by the journal web site (“please read and respond to reviewers comments”) without providing original comments. That likely is a symptom of the fast publication culture, and is fertile ground for the proliferation of misconceptions. As more scientists enter this exciting field from adjacent specialties, the publication process requires extra vigilance from all involved. Misconceptions, like deleterious mutations, should be subject to strong purifying selection.
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